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Political Knowledge: 

Measurement, Elitism, and Dogmatism
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Abstract. Political knowledge is a resource: having a lot of it means being in a position to 
navigate the political world, and stand a better chance of connecting your fundamental 
political goals with successful means. The present piece argues that standard political 
knowledge tests measure political knowledge, so understood, and uses counterfactual 
modeling to demonstrate the difference having such knowledge can make to political 
choice. It then takes up two of the most forceful objections to political knowledge and its 
measurement, by (a) rejecting the idea that knowledge scales encode elitist assumptions, 
and (b) arguing that, even if political knowledge breeds dogmatism, such dogmatism can be 
expected to serve a protective function in exactly the type of hostile epistemic environments 
– filled with lies, falsehoods, and misinformation – that make up the political domain.
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1. TH E TR A DITIONA LIST A N D TH E R E V ISION IST

It is well-established that most of us know very little when it comes to politically 
relevant facts (e.g., Delli Carpini and Keeter 1996; Achen and Bartels 2016; Somin 
2016). But what follows from this? There are two schools of thought: the traditionalist 
and the revisionist.1 The traditionalist takes the straightforward line that public 
ignorance poses problems for democracy. The two main problems are as follows:

• The problem with ignorant voting: Voters might be rationally ignorant (e.g., 
Downs 1957). But what is individually rational can still be trumped by moral 
obligations in cases of aggregate harm. (My attempting to free-ride on recycling 
might be rational, but I still ought to recycle.) Something similar goes for ignorant 
voting: it is a ‘collectively harmful activity’ (Brennan 2016; see also Somin 2016).1 
• The problem with ignorant non-voting: Political knowledge is unevenly 
distributed, with higher levels found among people who are white, educated, older, 
and male. Since those with high levels of political knowledge are also more likely 
to vote, political igno- rance means that those already disadvantaged remain so, 
and that injustices will likely be perpetuated rather than eradicated through the 
democratic process (e.g., Delli Carpini and Keeter 1996, 138).

The revisionist, by contrast, typically argues that, voters use varieties of heuristics 
and rules of thumb (e.g., party-political cues) to make up for what they do not know 

1] I am here setting aside a large literature responding to concerns about public ignorance by 
suggesting that a large public is likely to outperform a smaller number of more competent individuals, or 
arguing that there are epistemic benefits of deliberative or liberal institutions. See (Ahlstrom-Vij 2020b) 
for an argument that these considerations fail to cast doubt upon the traditionalist line covered here.
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(e.g., Popkin 1991). For example, if I don’t know much about economic policy, but I 
know that party X is ‘my’ party, I can just vote whatever their position is on the matter.

Importantly, the revisionist narrative is testable, since it entails a counterfactual: By 
relying on heuristics, we vote and hold political preferences in the same way we would have, had 
we been fully informed. Note that ‘fully informed’ is a term of art here: it does not designate 
political omniscience, but is usually operationalised as getting a perfect score on a civic 
style political knowledge test (more on these in Section 2 below). Note also that this 
counterfactual provides a normative standard for thinking about voter competency. In 
particular, consider Arthur Lupia’s – a prominent revisionist – who suggests that

[...] we should evaluate a voter as competent regardless of how she reaches a 
conclusion, as long as it is the conclusion she would have reached had she been 
aware of the best available information (Lupia 2006, 226).

With this in mind, we can capture what constitutes a sufficient amount of political 
knowledge – sufficient for competence, as Lupia would say – as follows:

CHANGES: You have a sufficient amount of political knowledge for purposes of 
political preference and choice if it is the case that, had you known more, this would 
not have changed your political preferences and choices.

Differently put, you know enough if your preferences and choices would have 
survived your knowing more. With that in mind, we can test the relevant counterfactual 
as follows, to see if the revisionist’s story holds up. We first gather data on people’s level of 
political knowledge as given by some appropriate political knowledge test, alongside their 
political preferences and demographics – or, alternatively, we rely on established surveys 
of political opinion, such as the American National Election Studies (ANES) in the U.S. 
and the British Election Study (BES) in the U.K. Then, we use regression analysis to 
identify the relationship between test scores, demographic variables, and the probability 
of reporting particular political preferences. Finally, we use that model to increase the 
knowledge variable of each to the maximum, and note for each respondent how that 
probability changes. Assuming that the relevant knowledge tests do in fact measure 
political knowledge (more on this in Section 2), the presence of any information effects 
– i.e., differences between our actual preferences and the preferences we would have held, 
had we been fully informed – is evidence that we do not know enough.

Such information effects also speak directly to the revisionist counterfactual. 
Henrik Os- carsson explains:

 If the popular [revisionist] view of low information rationality [through the use 
of heuristics] is correct – that most uninformed voters most of the time make the 
same voting choices as they would have had they been fully informed – we would 
not expect any significant information effects, and certainly not any important 
changes in the aggregate outcome of elections. More knowledgeable voters would 
not differ from less knowledgeable in political preference or behavior since the use 
of heuristics would be a successful compensatory strategy” (Oscarsson 2007, 304).
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As it happens, Information effects have been identified in a number of geographical 
contexts over the past couple of decades (see Ahlstrom-Vij (2020a) for a discussion). For 
example, Scott Althaus (2003) finds that fully informed preferences tend to be ‘more 
dovish and interventionist on foreign policy, less conservative on social, environmental, 
and equal rights issues, and more conservative on morality issues and questions about 
the proper limits of government activity’ (2-4). Across all survey questions considered by 
Althaus, the average difference on the collec- tive level between surveyed and modelled 
(reported) preferences is 6.5 percentage points, and ‘[s]hifts in collective preferences 
[were] large enough to change what appears to be majority or plurality consensus on 
an issue occur quite frequently’ (126), and ‘correcting for information effects changes 
collective preferences in nearly half of governance questions’ (128).

In terms of vote choice in particular, Larry Bartels (1996) finds that, on average, 
‘Democrats do almost two percentage points better and incumbents do almost five percentage 
points better than they would if all voters in presidential elections were, in fact, fully informed’ 
(220). Andŕ e Blais et al. (2009) simulate the outcome of six past Canadian elections, and see a 
likely difference in outcome in one, and an average information effect of 2.3 percentage points 
across parties and elections. Henrik Oscarsson (2007) simulates six past Swedish elections, 
with a likely electoral difference in outcome in two under a fully informed electorate, and 
an average net gain of 2.7 percentage points for right parties. Yosef Bhatti (2010) models 
three European Parliament elections (in Denmark, Finland, and Sweden) with an average 
information effect of 3.5 percentage points across parties and elections, and two instances 
where the difference between actual and simulated support exceeds ten percentage points 
(with a social democratic party losing out, and a liberal one gaining).

Return to the revisionist counterfactual with these results in mind. In each case, 
these infor- mation effects suggest that we likely would have voted differently and held 
different preferences, had we been fully informed (but otherwise been identical across 
measured covariates) – contrary to the revisionist narrative.

2. W H AT POLITICA L K NOW LEDGE IS A N D HOW TO M E A SU R E IT

So, the presence of information effects is bad news for the revisionist. However, 
any estimate of informed political preferences will only be as good as the conception 
and measure of political knowledge that it relies on. What, then, is political knowledge? 
Delli Carpini and Keeter offer a helpful gloss on its domain:

[...] a general familiarity with (1) the rules of the game (the institutions and pro- cesses 
of elections and governance); (2) the substance of politics (the major domestic and 
international issues of the day, current social and economic conditions, key polit- 
ical initiates, and so forth); and (3) people and parties (the promises, performances, 
and attributes of candidates, public officials, and the political parties) is critical to 
the maintenance of a healthy democracy (Delli Carpini and Keeter 1996, 14).



Political Knowledge: Measurement, Elitism, and Dogmatism73

This makes clear that political knowledge is a resource: having a lot of it means 
being in a position to navigate the political world, and to stand a better chance of 
connecting your fundamental political goals with successful means – e.g., by voting for 
the candidate or party that is best place to realise those goals.2

How, then, do we measure political knowledge? The standard way is to ask a 
number of factual questions about what government is and does – along the lines of 
Delli Carpini and Keeter’s three-part gloss above – and then add up the number of 
correct answers for a ‘knowledge score.’ A couple of points are in order:

• Why think these tests measure anything? This is fairly easy to establish on formal 
grounds, since we in any given instance can test for internal consistency (the extent 
to which items co-vary) and unidimensionality (whether the items likely measure 
a single latent trait).
• Why think they measure political knowledge specifically? If political knowledge 
is a resource, these scales should find more of it among the privileged and less 
among the disadvantaged, which turns out to be the case (e.g., Althaus 2003, 135; 
see also Delli Carpini and Keeter 1996, 177).
• What topics do the items need to cover? Since people tend to be generalists – i.e., 
those who know a lot in one political area tend to know a lot in other areas – we 
‘need not be overly concerned with the mix of specific topics covered by individual 
items’ (Delli Carpini and Keeter 1996, 174).

• Do the scales need to be long? Tests with as few as five items tend to perform as 
well as longer ones (Delli Carpini and Keeter 1996 and 1993).

To get a sense of how this works in practice, as it relates to the type of information 
effects considered in the previous section, consider the six, true/false knowledge items 
in Table 1, from the March 2019 (wave 15, N = 30,842) panel survey of the British 
Election Study.

Table 1: The six general knowledge items from Fieldhouse et al. 2020. 

2] See also Zaller 1992 on how the politically informed tend to be the most ideologically coherent, a 
point that we will nd reason to return to below.
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Looking at the response patterns in this particular data set, four of the six items 
(2, 4, 5, and 6) make for a scale that both has a high internal consistency and is likely 
unidimensional, i.e., measuring a single, latent feature, as given by a factor analysis.3

Moreover, looking at the proportion of respondents answering all four question 
correctly, we see the patterns we should expect to see, if political knowledge is a resource: 
in particular, Figure 1 shows that those with higher education, higher income, of older 
age, and who report being more likely to vote are over-represented among the politicall

Figure 1: Proportion of respondents in Fieldhouse et al. (2020) with a maximum 
knowledge score by education, income, age, and self-reported likelihood to vote in 
the general election.

So, it looks like we are measuring something, and that that something moreover 
is plausibly thought of as political knowledge. But the revisionist will want to know 
whether what we are measuring makes a difference to political preferences and choice: 
some might have more knowledge than others, but perhaps those with less do just fine.

To evaluate this, remember CHANGES: if knowing more would have changed 
my pref- erences/choices, I do not (presently) know enough. As we have seen, such 
(counterfactual) differences are measured by information effects. For illustration, 
Figure 2 shows what happens if we go through the three steps in Section 2 with regards 
to respondents’ vote in the UK’s 2016 EU referendum, from the above BES data set.4

Given the fairly substantial information effect (4.3 percentage points), when 
compared to the size of typical information effects (see Section 1), it looks like a 

3] The standardized (Chronbach’s) alpha for the scale is 0.772. The factor analysis was performed 
using fa.parallel in R’s psych package (Revelle 2018).

4] For full information about the modeling involved, see the Appendix in Section 7.
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sizeable proportion in the sample did not have enough political knowledge – and that 
the knowledge measured does make a difference.5

 

Figure 2: Proportion of respondents in Fieldhouse et al. (2020) supporting ‘Remain’ 
as opposed to ‘Leave’ in the 2016 EU referendum in the actual sample (left) and as 
estimated by a logistic model for a fully informed sample (right), holding constant 
gender, age, income, ethnicity, and education.

3. A R E K NOW LEDGE SCA LES ELITIST?

We are now in a position to evaluate one of the most forceful, revisionist lines on 
knowledge scales: Lupia’s charge that these scales are driven by elitism. He explains:

Most political-knowledge questions are not derived from a replicable or transpar- 
ent logic about how their answers bear on a voter’s ability to make decisions of a 
particular quality in the voting booth. Instead, the questions are generated by a 
worldview that is shared by a select set of academics, journalists, and politicos, but 
few others. [...] The elitist move is to assume that these questions have a similar 
value to citizens whose societal responsibilities can be very different than their 
own (Lupia 2006, 219).

5] Someone might object that the knowledge tests involved simply measure a form of technical po-
litical knowl-edge, as opposed to what we might call situated political knowledge, such as knowing what 
it is like to go hungry for days on end, or to be on the receiving end of racism. But note that, by control-
ling for standard demographic variables (e.g., income, gender, ethnicity, etc.) with which these forms of 
knowledge likely travel, the type of model relied on here preserves such situated knowledge in estimating 
informed preferences. Specifically, it can be thought of as modeling what you would have preferred, had 
you had all of the situated knowledge you currently have (e.g., on account of a direct experience with 
hardship and injustice), and also been informed in the sense of having technical political knowledge (e.g., 
by being highly informed on how the political world operates, and how to navigate it).



Kristoffer Ahlstrom-Vij 76

I will suggest that Lupia goes wrong on two points. First, he confuses testing with 
educating for political knowledge. Second, he disregards evidence that what is tested 
for is not mere political trivia. Let us consider these points in turn.

3.1 Confusing testing with education

Lupia asks us to imagine that we have identified some set of facts, A-Z, and we want 
to determine whether knowing these facts is necessary for competent voting (task t).

To answer [this] question about necessity, we must ask whether there is a differ- 
ent set of facts, perhaps even a subset of facts A-Z, that also allows the voter to 
accomplish t? If the answer is no, then knowledge of every fact from A to Z is 
necessary for the voter to choose competently. In such a case, we can assess the 
voter’s political competence reliably by quizzing her about A through Z – as with 
the political-knowledge tests on which so many analysts base their judgments of 
voter incompetence. If we find her deficient in her knowledge of even one of these 
facts, we can accurately judge her incompetent at task t. If we want to increase 
her competence at this task, moreover, we know that a precondition of success is 
providing her with the knowledge of all such facts about which the quiz reveals her 
ignorance (Lupia 2006, 222).

Lupia is right in this: if there is some set of facts necessary for performing a task, 
someone can be deemed incompetent at that task if they turn out not to know some 
of those facts. And we can make her more competent by imparting those facts in her. 
Where he goes wrong is in assuming that this is how political knowledge tests work. He 
continues:

The problem with this approach to assessing voter competence is that it is validity 
depends on establishing that facts A-Z are necessary for competence: i.e., that 
knowledge of no subset of these facts, or alternative set of facts, would suffice for 
task t to be accomplished. However, if facts other than the full set A-Z are sufficient 
for citizens to accomplish t, then knowing A-Z cannot be a necessary condition 
for competence at t. Thus, merely demonstrating that a voter does not know these 
facts may reveal little or nothing about her competence in the voting booth (Lupia 
2006, 222).

Lupia’s point here makes sense if we are looking to educate for political knowledge: 
if there are things everyone needs to know (necessary), these must be identified and 
imparted. If we succeed, the person will have become more competent; and if we 
fail, she will not. But knowledge tests are not educational tools. They are – naturally 
– constructed to test people. This is done in terms of what is diagnostic of political 
knowledge, and what is diagnostic might be neither necessary nor sufficient for such 
knowledge. Table 2 illustrates this point, using an analogy with medical diagnostics.
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Table 2: Medical diagnostics and political knowledge cases compared.

So, there are things that might be diagnostic of some target property, even if 
neither neces- sary nor sufficient for having the relevant target property. Knowing that 
(say) there are more than 100 MPs in the Commons, or that the Liberal Democrats 
favour a system of proportional representation, is neither necessary nor sufficient for 
being a competent UK voter. Still, these are things that, if you keep up with politics and 
are politically informed, you will likely know these things; and if you do not, then you 
likely won’t.

3.2 Testing for non-trivial knowledge

Lupia might grant the above point about testing versus educating, but respond 
that what typical knowledge items are diagnostic of is not political knowledge, but 
political trivia. As he writes: ‘what benefit does a randomly selected citizen draw from 
knowing something like the name of the Chief Justice [of the Supreme Court]?’ (218).

Part of the answer to this question was provided in the previous section: an item on 
a knowledge scale does not earn its keep for being necessary for political competency, 
but for being diagnostic of such competency. Moreover, two further things should be 
pointed out here As already noted, short knowledge scales of the kind discussed earlier 
correlate well with longer scales (e.g., Delli Carpini and Keeter 1996 and 1993). Beyond 
that, you would be hard pressed to maintain that the collection of items usually found 
on such longer scales are mere trivia, as opposed to substantive facts relevant to sensible 
political action. By way of illustrating this point, see Table 3 for the twenty-item scale 
from Delli Carpini and Keeter 1996, which is representative of subsequent work on 
political knowledge (e.g., in Althaus 2003; see also Bennett 2003).
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Table 3: The twenty items from Delli Carpini and Keeter’s 1996 (302) long 
knowledge scale, drawn from the 1990-91 American National Election Studies 
survey.

4. DOES POLITICA L K NOW LEDGE BR EED DOG M ATISM?

A more fundamental objection to the utility of political knowledge and its measurement 
takes the line that such scales measure political knowledge, but that any benefits of political 
knowledge will be canceled out by such knowledge also making us dogmatic.

This line has been pursued recently by Michael Hannon (2021). Hannon starts 
by making the observation that the politically knowledgeable tend to be more partisan, 
in the sense of having the most stable and worked-out ideological positions (e.g., Zaller 
1992). That, in itself, is neither surprising nor necessarily worrying. What is worrying, 
according to Hannon, is that the politically knowledge – and thereby most partisan – 
also are more susceptible to motivated reasoning than the rest of us. Motivated reasoning 
involves pursuing and processing information in ways that systematically favor your 
preferred viewpoints, and often in ways that serve to ‘protect’ beliefs and convictions that 
are central to your group identity. For example, when it comes to politically motivated 
reasoning in particular, it involves ‘the formation of beliefs that maintain a person’s 
status in [an] affinity group united by shared values’ (Kahan 2016, 2).

Why think that the politically knowledgeable are more susceptible to politcally 
motivated reasoning than the rest of us? Hannon’s primary piece of evidence involve 
a study by Taber and Lodge (2006). Taber and Lodge measure political knowledge 
using a “17-item general political knowledge scale” (760), and contend that “the 
politically knowledgeable, because they possess greater ammunition with which to 
counterargue incongruent facts, figures, and arguments, will be more susceptible 
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to motivated bias than will unsophisticates” (757). Taber and Lodge clearly have a 
particular causal story in mind: political knowledge is the mechanism that gives rise 
to increased levels of motivated reasoning, on account of the politically knowledgeable 
having “greater ammunition” with which to shoot down any challenges coming from 
outside their partisan fortress. Hannon is more careful on this point, suggesting instead 
that “partisanship is the common cause of both acquiring political knowledge and 
motivated reasoning” (8). This matters for whether we can expect making people more 
politically informed will mean also making them more partisan and/or dogmatic, in 
systematically rejecting viewpoitns coming from “the other side,” so to speak.

For purposes of argument, let us assume Taber and Lodge’s causal story, whereby 
the politically knowledgeble are dogmatic because they are knowledgeable. As far as 
knowledge scales are concerned, this raises questions, not about whether such scales are 
diagnostic, but whether they are measuring anything that we should have any interest 
in promoting. After all, while it might sound desirable to raise the level of political 
knowledge in society, it is not clear that we should want to do that if it will invariably 
lead to increased levels of dogmatism.

But this, in turn, raises the more fundamental question whether dogmatism 
is invariably a bad thing, from an epistemic point of view. Dogmatism – roughly, the 
unwillingness to engage with the perspectives and viewpoints of those with whom one 
disagrees – is a belief-forming disposition, and the epistemic status of such dispositions 
are a function of the environments in which they are employed. For example, just like 
blindly deferring to others might be a virtue if one is surrounded by knowledgeable 
sources (Ahlstrom-Vij 2015), dogmatically refusing to engage with others might be a 
virtue if one is surrounded by ignoramuses (Battaly 2018).

In fact, we can investigate in a more systematic fashion the implications of being 
highly knowledgeable, and as such (we are assuming) also highly dogmatic, versus 
being less knowl- edgeable using a simulation study. Specifically, let us set things up as 
follows:

• Assume some set of agents – say, 500 – and that each agent has a partisan affiliation, 
called “green” and “blue.” These are assigned randomly, with a probability of 50%.
• As part of the simulation, each agent encounters 100 pieces of information in 
sequence. Some of these are true, and some of them are false. We code true ones as 
‘1’ and false ones as ‘-1,’ and then quantify what an agent has learned at the end of the 
process by taking the sum of what they’ve taken on board. So, if you encounter 100 
pieces of false information, you will come out at -100, designating having become 
maximally misled, relative to the body of information. If you encounter 100 true 
ones, you’ll come out at 100, designating that you’ve come out maximally informed, 
relative to the body of information.

• Each piece of information is also “tagged” with a partisan cue. We can think of this 
as the source of the information being a representative of either “green” or “blue.”
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• Assume also that each agent either has a high level of knowledge knowledge 
or a low level of knowledge. These labels are assigned to agents randomly, with a 
probability of 50%. Crucially, the only difference between these two types of agents 
is that low knowledge agents take on board all information, while high knowledge 
agents only take on board those “tagged” with their own partisan label.

In other words, what we are simulating is two types of agents being faced with 100 
pieces of information in sequence, where each piece of information is “tagged” with a partisan 
affiliation, and the politically knowledgeable agents using their increased sophistication to 
“shoot down” and as such reject all information that is affiliated with the other party.

Under these assumptions, what will be the effect of that dogmatism on where high 
and low knowledge agents will find themselves, in regards to their sum of informedness, 
as a result of having encountered the 100 pieces of information? This will partly be a 
function of the base rate of true and false information in the body of evidence as a whole 
(i.e., of the base rate). So let us run our simulation for 101 such base rates, ranging from 
0% true (i.e., 100% false) up to 100% true. Figure 3 shows what happens.

 

Figure 3: Change in level of informedness as a function of the base rate of truth in 
the environment for high and low knowleddge agents, after having encountered 
100 pieces of information.

Along the x-axis, we have the base rate of truth. On the y-axis we have the mean 
change in the level of informedness that the respective group of agents – high and low 
knowledge – has at the end of encountering all of the information, given a base rate. 
In other words, What we are modelling is the diachronic fact of agents encountering 
information, and then seeing where they end up. And where do they end up? Look at 
low knowledge agents first. Here the line pretty much follows the diagonal. That makes 
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sense: since low knowledge agents take on board all information they encounter, the 
change in their level of informedness at the end of the process should track the base rate.

But now look at the high knowledge agents. They do better in “hostile” epistemic 
envi- ronments, for the simple reason that they reject some information in a situation 
where lots of information is false. And they do worse in “friendly” environments for the 
same reason (i.e., they miss out on true information). So the mere fact of dogmatism 
is epistemically beneficial in hostile epistemic environments, even if the dogmatism 
itself is epistemically neutral. After all, agents are not rejecting messages because of 
their epistemic merit, but simply because they are coming from the “wrong” party. 
Specifically, high knowledge agents lose less knowledge than do low knowledge agents 
in hostile epistemic environments, and gain less in friendly ones.

This, of course, is compatible with high knowledge agents still knowing more 
across both types of environments after that loss/gain, simply on account of knowing 
more to begin with. What their dogmatism does in hostile enviromnet is to protect 
their relative level of epistemic superiority vis-a-vis low knowledge agents. Heather 
Battaly makes this same observation when reflecting on why dogmatism can in some 
cases qualify as an epistemic virtue:

So, what is a knowledge-possessing agent to do when she finds herself in an epistem- 
ically hostile environment? My proposal is that there are epistemic reasons for her 
to be closed-minded – to be unwilling to engage seriously with relevant intellectual 
options that conflict with what she already knows. [...] Why should she be closed- 
minded? Because, in an epistemically hostile environment, closed-mindedness is 
an effects-virtue. When a knowledge-possessing agent is stuck in an epistemically 
hos- tile environment, surrounded by falsehoods, incompetent sources, and 
diversions, closed-mindedness about options that conflict with what she knows 
will minimize the production of bad epistemic effects for her (Battaly 2018, 39).

This offers an intriguing response to Hannon’s challenge to the benefits of political 
knowl- edge. Because even if the politically knowledgeable are maximally dogmatic, as 
in the above simulation, and even if it is their knowledge that makes them dogmatic 
(as per Taber and Lodge’s suggestion), this does not cast doubt on the epistemic 
merits of being politically knowl- edgeable. On the contrary, such dogmatism serves 
to protect the knowledgeable in hostile environments – and most political epistemic 
environments are, after all, highly likely to be ex- actly that, on account of being marked 
by a high proportion of falsehoods, lies, and misinforma- tion. Consequently, being 
politically knowledgeable remains preferable to not being politically knowledgeable 
even under those assumptions.6

6] Thinking back to the problem about ignorant non-voting perpetuating unjust patterns in society, 
it might be objected that the protection offered the politically knowledgeable by their dogmatism will 
be to the detriment of the already marginalized. (Many thanks to Fabienne Peter for making this point.) 
However, note two things. First, there is some evidence to suggest that the more knowledgeable tend to 
be more progressive on political matters (e.g., Althaus 2003), suggesting that the knowledgeable generally 
make political decisions that would benefit not just them, but also the marginalized. Second, even if that 
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5. CONCLUSION

Political knowledge can be thought of as a resource: having a lot of it means 
being in a position to navigate the political world, and stand a better chance of 
connecting your fundamental political goals with successful means. The present 
piece argued that standard political knowledge tests measure political knowledge, 
so understood, and used counterfactual modeling to demonstrate the difference 
having such knowledge can make to political choice. It then took up to two of the 
most forceful objections to political knowledge and its measurement, by rejecting 
the idea that knowledge scales encode elitist assumptions, and arguing that, even if 
political knowledge breeds dogmatism, such dogmatism can be expected to serve 
a protective function in exactly the type of hostile epistemic environments – filled 
with lies, falsehoods, and misinformation – that make up the political domain.

ahlstromvij@gmail.com
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7. A PPEN DI X

7.1 Models and diagnostics

The modelling performed in Section 2 used ‘doubly robust’ estimation for 
counterfactual infer- ence (e.g., Morgan and Winship (2015)). The ‘double robustness’ 
owes to how counterfactual effects – in our case, what position someone would take, 
had they been fully informed – are es- timated in a context where we have both 
controlled for (assumed) confounds, and improved the balance between the two 
groups (here: those with a maximum score on the knowledge test and everyone 
else) to make up for the fact that they have not come about as a result of randomized 
assignment. In the present case, this second layer of ‘robustness’ was achieved through 
so-called ‘propensity scores.’

In our case, propensity scores measure the probability (or propensity) that 
an observation will be found in the ‘informed’ category (i.e., attaining a maximum 
score on the knowledge test), as a function of someone’s demographic features. The 
idea is to then use these scores to remove any correlation between these features 
and the ‘informed’ category, to justify a counterfactual inference. Why? It is helpful 
to think of this on the model of a randomized design, where the random allocation 
of participants to a treatment and a control group means that no feature of the 
participant is predictive of being found in the treatment as opposed to in the control. 
Whether female or male, rich or poor (etc.), you are equally likely to end up in one 
group as opposed to in the other, provided assignment is truly random. In the case 
of observational data, by contrast, this might not be the case. In the case at hand, it 
will (for example) be the case that that some features of the observations – e.g., their 
level of education, their income, or what have you – are predictive of ending up in 
the ‘informed’ category.

Specifically, we can use the inverse of those scores as weights (such that an 
observation with a low propensity is weighted heavily, and vice versa) in fitting the 
model. This improves the balance between the two groups, and – given an appropriately 
chosen set of covariates when calculating the scores – recreates a situation that would 
have been expected in a randomized experiment, thereby allowing greater confidence 
in inferring a counterfactual.

In the present case, the propensity scores were calculated by way of logistic 
regression, using glm in R’s stats package (R Core Team (2018)). By way of illustration, 
consider Figure 4, where the left-hand panel shows the balance (or rather: lack thereof) 
for the income variable prior to applying the propensity weights – it can be seen that 
informed participants (teal bars, designated here as 1 or ‘treated’) are over-represented 
among the wealthy (higher quintiles), and underrepresented among the less wealthy 
(lower quintiles) – and the right-hand panel the balance achieved once the weights 
had been applied.
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Figure 4: Balance plots for income quintiles, before and after applying propensity 
weights/

Using the propensity scores as weights, a logistic regression model was then 
fitted, again using glm. Table 4 contains details on the coefficients and coefficient 
values of the logistic model used, designated ‘Model 1’ in that table. The highest 
variance inf lation factor value for that model was 1.187266, as given by vif in the car 
package (Fox and Weisberg 2011), providing no evidence of multicollinearity. There 
also was no indication of extreme values as measured by Cook ’s distance, but 431 
observations had a standardized residual greater than 3. In light of these potentially 
inf luential observations, the model was refitted without those observations.

 This is the model designated ‘Model 2’ in Table 4. If we simulate the informed 
outcome of the 2016 referendum on that model, we get an (increased) information 
effect of 6.54 percentage points (58.56% for Remain).
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Table 4: Logistic models

7.2 . Simulation

The simulation in Section Section 4 relied on the following R script:
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